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Abstract 
Nowadays, large language models (LLMs) are used in all domains and various tasks for fast and 

competent solutions as well as minor and supplementary tasks. These models have been trained on many 
kinds of data in large quantities, and further fine-tuned for better understanding in specific domains and 
tasks. There is much research on inventing and enhancing fine-tuning methods and datasets; however, there 
is little research on the generating datasets in various syntax for better language comprehension. Therefore, 
we propose an automatic textual data transformation for enhancing f1-score on classification. This 
mechanism augments topic classification (TC) data of 45,678 Korean news headlines from Korean 
Language Understanding Evaluation (KLUE) benchmark dataset. Our future work includes fine-tuning a few 
LLMs with the augmented sentences and conducting ablation study. 
 

Keywords: data augmentation, f1-Score, natural language processing, prompt engineering 
 
 
1. INTRODUCTION 

Large language models (LLMs) are gaining popularity ever since the release of ChatGPT3 in 2022 [1]. 
LLMs are capable of answering simple questions as well as generating creative business ideas [2, 3]. This is 
possible because they have been trained on vast amount of textual data in semi-supervised learning and some 
amount in supervised and reinforcement learning [4]. And to provide most effective and competent responses 
in a specific language, the LLMs are fine-tuned with the specific language datasets [5]. Researchers mostly 
focus on using different techniques on fine tuning with the language datasets. Now, it is generally accepted 
that splitting compound and complex sentences would accurately summarize the meaning of these sentences 
and is therefore suitable for LLMs. However, constructing datasets on sentence types for the LLM to 
understand all syntax is mostly ignored. Therefore, we present automatic textual data transformation 
mechanism that transforms given Korean language passages into simple, compound, complex, and colloquial 
sentences. The resulting sentences are processed into datasets of different sentence types. This can be used to 
enhance the Korean language understanding performance of LLMs. In this paper, we focus on enhancing the 
f1-score on classification. Specifically, we augment a large benchmark dataset of 45,678 Korean news 
headlines from Korean Language Understanding Evaluation (KLUE) [6] into simple, compound, complex, 
and colloquial sentences, totaling 182,712 sentences. The rest of the paper is as follows. Section 2 mentions 
background research and related works. Section 3 presents our process. Finally, Section 4 mentions our 
conclusion. 
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4. CONCLUSION 
We mention the mechanism for enhancing f1-score of LLMs on the classification task. Using the 

automatic textual data transformation, we augment 45,678 Korean news headlines into 182,712 sentences of 
the types simple, compound, complex, and colloquial. This can be used to train LLMs to understand diverse 
Korean language syntax, in the hope that their responses match the user’s expectation. For the future work, 
we will select a few LLMs to apply the augmented dataset and conduct comprehensive evaluation. 
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